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Abstract—Online social networks (OSN) have become one of the major platforms for people to exchange information. Both positive

information (e.g., ideas, news and opinions) and negative information (e.g., rumors and gossips) spreading in social media can greatly

influence our lives. Previously, researchers have proposed models to understand their propagation dynamics. However, those were

merely simulations in nature and only focused on the spread of one type of information. Due to the human-related factors involved,

simultaneous spread of negative and positive information cannot be thought of the superposition of two independent propagations. In

order to fix these deficiencies, we propose an analytical model which is built stochastically from a node level up. It can present the

temporal dynamics of spread such as the time people check newly arrived messages or forward them. Moreover, it is capable of

capturing people’s behavioral differences in preferring what to believe or disbelieve. We studied the social parameters impact on

propagation using this model. We found that some factors such as people’s preference and the injection time of the opposing

information are critical to the propagation but some others such as the hearsay forwarding intention have little impact on it. The

extensive simulations conducted on the real topologies confirm the high accuracy of our model.

Index Terms—Social network, modeling, propagation analysis
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1 INTRODUCTION

THE popularity of online social networks (OSN) such as
Facebook [1], Google Plus [2] and Twitter [3] has greatly

increased in recent years. OSNs have become an important
platform for the dissemination of news, ideas, opinions, etc.
Unfortunately, OSN is a double-edged sword. The openness
of OSN platforms also enables rumors, gossips and other
forms of disinformation to spread all around the Internet.
To be generic, we name the authentic information as the
positive information and the conflicting fake news (e.g.,
rumors) as the negative information.

1.1 How Information Spreads in OSNs

Both positive and negative information can spread in
OSNs by posting on the wall or directly sending message
to social neighbors. The propagation process continues
when neighboring users believe the information and for-
ward it to their social neighbors. When a user receives
contradicting pieces of information (i.e., both positive
and negative), he or she makes a choice. The user might
go for the positive or negative, or even refute both. In

the following, we list three real cases according to our
investigation on the history of OSNs:

1) “Two explosions in White House and Barack Obama is
injured (April 23, 2013)”: Syrian hackers broke into the twit-
ter account of Associated Press (AP) and spread news that
explosions at White House have injured Obama [4]. The
White House and AP assured the public minutes later that
the report was not true but word did not appear to come
fast enough to those frantically watching and responding
on Wall Street. Both the DOW Jones industrial average and
Standard & Poor’s 500 Index plunged about 1 percent before
regaining their losses.

People might have been misled by critical rumors they
received, but once the White House (the positive informa-
tion source) clarified the rumor to the public, they definitely
believed the White House regardless of the rumor. In this
case, we say people making optimistic choices upon their
receiving. On the contrary, people can also make pessimis-
tic choices if they absolutely believe negative information.

Technically, if OSN users receive both kinds of informa-
tion and make optimistic choices, they will believe the posi-
tive information regardless of the negative one. Given the
probabilities of people believing positive information
(a) and negation information (b), we have 0 < a < 1; b ¼ 0.
We let aþ b < 1 since they can contradict both kinds of
information like “there was an explosion in White House
but Obama was not injured”. Similarly, we have a ¼ 0; 0 <
b < 1; aþ b < 1 for people making pessimistic choices.

2) “Coup d’etat in Tunisia (January 11, 2011)”: The Arab
world experienced a series of revolutions and power
changes over the last few years. It started from Tunisia and
OSNs like Facebook and Twitter had played an important
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role in it. For example, a rumor from tweeters went round
that the army has seized power and ousted the Tunisia pres-
ident. The rumor was swiftly ‘retweeted’ by people but the
coup story was later suggested to be untrue by Egyptian
Chronicles since there had been no confirmation from the
government [5].

People preferred to believe the wrong news with the
expectation of this rumor to be true [6]. They were happy if
their president was out of power. In this case, we say people
making preferable choices on both kinds of competitive
information.

Technically, people make choices according to their pref-
erence. If people prefer positive information, we have
0 < b < a < 1; aþ b < 1. On the contrary, if people prefer
negative information, we have 0 < a < b < 1; aþ b < 1.

3) “R.I.P Jackie Chan Dead (June 19 2013)”: Most recently,
the action star Jackie Chan was reported to be dead in Face-
book sending thousands of his devout fans into shock. The
rumor spread even when some said he is still alive. The
hoax finally stopped when Jackie Chan posted to Facebook
a photo of himself with a newspaper [7]. In this case, we say
people making alternative choices before Jackie Chan him-
self dispelled the hoax.

Technically, people making alternative choices is people
answering “Yes-or-No” questions. People must take one
side. They cannot say jackie Chan is neither dead nor alive.
If people believe Jackie Chan has died (negative news) with
probability a, there must be a probability b that people
believe he is still alive (positive news) and we have
0 < a; b < 1; aþ b ¼ 1. This is different from previous two
cases where people may possibly contradict both kinds of
information.

1.2 Motivation

A realistic propagation model for social networks shall take
both the social and the digital aspects of these media into
account. For example, hearing a rumor, some might believe
it but some might not. In addition, due to the behavioral dif-
ferences, some might keep silent, but some others might
actively contribute to its spread. Also, there are certain
delays in checking new digital messages and forwarding
them which is specific to OSNs.

In previous works, the independent cascade model
(ICM) [8], [9], [10], [11], [12], [13], [14], [15] and the linear
threshold model (LTM) [14], [15], [16], [17] are two primary
models for the propagation of both positive and negative
information in OSNs. ICM is basically a simulation model.
LTM provides deterministic spread process, but each node
in LTM is either absolutely ‘active’ or ‘inactive’. Thus, LTM
is also more close to a simulation model rather than an ana-
lytical one. In simulation, it is possible to find the probabil-
ity of being in a state by averaging over many runs, but this
does not express the reasons why an initial set of parame-
ters result in such results. Moreover, people in ICM and
LTM are limited to two basic states of believing either posi-
tive or negative information. This is far from being enough
to represent social behavioral differences to which we have
referred before. Additionally, ICM and LTM family of mod-
els do not take temporal dynamics into account. These
include the frequency people check social news with and

the time they take for them to forward the information.
Thus, their results may largely deviate from the real spread-
ing dynamics in OSNs.

There are some other models discussing the propagation
of single-type information [18], [19], [20], [21], [22], [23],
[24]. However, those works are incapable of capturing the
phenomena happening in the presence of contradictory
information. This is because the model needs to present the
process of people making choices if they receive both kinds
of information.

In fact, propagation studies, such as modeling and
parameter analysis, are fundamental to the research in
this field. It is mandatory to provide an accurate analyti-
cal model before we convincingly investigate the way to
control the spread of both positive and negative informa-
tion. As far as we know, the work in this paper is the
first to propose an analytical model and analysis discus-
sing about the propagation of both positive and negative
information in OSNs.

1.3 Contributions

The primary contributions of this paper are summarized as
follows:

� We proposed an analytical model on the propagation
of positive and negative information. This model
presents both the propagation dynamics and the
behaviors of people making choices when they
receive both kinds of information.

� We carried out a series of experiments to evaluate
the accuracy of our proposed model. The experi-
ments were based on two real OSNs: Facebook and
Google Plus. The results showed that our proposed
analytical model are quite accurate compared with
simulations.

� On the basis of the analytical model, we further stud-
ied the parameter impacts on the spreading dynam-
ics. This part of analysis well supports the tactics of
restraining negative information by spreading posi-
tive information.

The rest of this paper is organized as follows: Section 2
introduces the skeleton of the analytical model. In Section 3,
we explain and model the processes of people making
choices when they receive both kinds of information. Section
4 is the accuracy evaluation followed by comparisons with
previous models in Section 5. We present the studies of
parameter impacts in Section 6. Related works and conclu-
sionwill be presented finally in Sections 7 and 8 respectively.

2 PROPAGATION MODELING PRIMER

2.1 Modeling Nodes, Topology and Social Events

Nodes and topology properties are basic elements for the
propagation of OSN information. Given an OSN, we
derive the topology of it. A node in the topology denotes
a user in the OSN. In the real world, people may believe
positive information, negative information or have not
heard of the information yet. Let random variable XiðtÞ
represent the state of node i at discrete time t. We bor-
row the concepts from epidemics and derive the values
of XiðtÞ as follows:
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XiðtÞ ¼

Sus:;Sus:; susceptible;

Rec:;Rec:; recovered
Ins:;Ins:; insider;
Act:;Act:; active;
Imm:;Imm:; immunized;

8
<
:

Inf:;Inf:; infected
Mis:;Mis:; misled;
Con:;Con:; contagious;
Dor:;Dor:; dormant:

8
<
:

8
>>>>>>>><
>>>>>>>>:

(1)

Every user is initially susceptible ðXið0Þ ¼ Sus:Þ. During the

spread, user i believes the positive information if XiðtÞ ¼ Rec:
and the negative information if XiðtÞ ¼ Inf: We will further

explain the child states fIns:;Mis:; Act:; Con:; Imm:;Dor:g in

Section 2.2. We have introduced more states to the model com-

pared with previous works [25], [26].

Second, we propose employing an m�m square matrix
with elements hij to describe the topology of an OSN with
m nodes, as in

h11 � � � h1m

..

.
hij

..

.

hm1 � � � hmm

0
B@

1
CAhij 2 ½0; 1�; (2)

wherein hij represents the probability of information

spreading from user i to user j, including the probability

of user i forwarding information to user j (pij) and the

probability of user j believing it (qij). Therefore, we gener-

ally have hij ¼ pij � qij.
Third, we introduce two indicators openiðtÞ and spriðtÞ to

represent the events of OSN users checking newly arrived
information and forwarding it to their social neighbors if
they are willing to do that. In the real world, most people
may not stay online in OSN all over the day. They will not
receive information and forward it to others instantly.
Therefore, we let openiðtÞ ¼ 1 if users read new information
at time t. Otherwise, we let openiðtÞ ¼ 0. Similarly, we have
spriðtÞ ¼ 1 when users spread the information but 0 if they
decide not to do so. Note that � openiðtÞ and � spriðtÞ are
the negations of openiðtÞ and spriðtÞ.

2.2 Susceptible-X-X (SXX) and
Susceptible-X-Recovered (SXR)

We derive the state transition graph of an arbitrary node in
OSN. As shown in Fig. 1, a node enters the misled or insider

state when the user checks receivings (openiðtÞ ¼ 1) and
believes negative (Mis:) or positive information (Ins:). This
node then becomes contagious or active if the user is willing
to forward the information to social neighbors (spriðtÞ ¼ 1).
After that, user stays in the dormant or immunized state until
being infected or recovered. We use vði; tÞ and rði; tÞ to
denote the probability of user i being infected or recovered.
Note that people spread information only when they are
contagious or active.

In this paper, we propose using the Susceptible-X-X and
the Susceptible-X-Recovered to describe the information prop-
agation in OSNs. For SXX, people are originally susceptible
to both kinds of information. They will then switch between
the states of believing positive (Rec:) or negative informa-
tion (Inf:). In contrast, people of SXR will not believe the
negative information any more after they accept the positive
information once. To facilitate the modeling, we introduce
wði; tÞ as the probability of user i being infected from
the recovered state. Then, depending on the propagation of
SXX or SXR, we have

wði; tÞ ¼ vði; tÞ; for SXX;
0; for SXR:

�
(3)

2.3 Modeling Propagation Dynamics

Given a topology of an OSN with m nodes, we can estimate
the number of susceptible, infected and recovered users at
time t, SðtÞ, IðtÞ and RðtÞ, as in

SðtÞ ¼ m� IðtÞ �RðtÞ;
IðtÞ ¼

Xm

i¼1

P ðXiðtÞ ¼ Inf:Þ;

RðtÞ ¼
Xm

i¼1

P ðXiðtÞ ¼ Rec:Þ:

8
>>>>><
>>>>>:

(4)

Proof. Take IðtÞ for example. We use value 1 to substitute
the infected state and value 0 as the states excluding the
infected state.Then, we have

E½XiðtÞ� ¼ P ðXiðtÞ ¼ 1Þ � 1þ P ðXiðtÞ ¼ 0Þ � 0

¼ P ðXiðtÞ ¼ Inf:Þ: (5)

In probability theory, we generally have the identity

E½Pm
i¼1 XiðtÞ� ¼

Pm
i¼1 E½XiðtÞ�. Thus, we can easily derive

the following:

IðtÞ ¼ E
Xm

i¼1

XiðtÞ
" #

¼
Xm

i¼1

P ðXiðtÞ ¼ Inf:Þ: (6)

Similarly, we can derive the calculation of RðtÞ and obtain

SðtÞ ¼ m� IðtÞ �RðtÞ. tu
As shown in Fig. 1, a susceptible user may believe the

negative information and the node enters the infected state.
An infected node may also be recovered if this user accepts
the positive information. Based on the state transition graph
(Fig. 1), we can easily iterate the value of P ðXiðtÞ ¼ Inf:Þ
using the discrete difference equation as in

Fig. 1. State transition graph of a node in the topology.
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P ðXiðtÞ ¼ Inf:Þ ¼ vði; tÞ � P ðXiðt� 1Þ ¼ Sus:Þ þ wði; tÞ�
P ðXiðt� 1Þ ¼ Rec:Þ þ ½1� rði; tÞ� � P ðXiðt� 1Þ ¼ Inf:Þ:

(7)

A node will stay in the susceptible state if the user has not

been infected or recovered. Thus, we can also iterate the

value of P ðXiðtÞ ¼ Sus:Þ and further derive the value of

P ðXiðtÞ ¼ Rec:Þ as in
P ðXiðtÞ ¼ Sus:Þ ¼ ½1� vði; tÞ � rði; tÞ� � P ðXiðt� 1Þ ¼ Sus:Þ;

(8)

P ðXiðtÞ ¼ Rec:Þ ¼ 1� P ðXiðtÞ ¼ Sus:Þ � P ðXiðtÞ ¼ Inf:Þ:
(9)

We adopt discrete time to model the propagation dynamics.

The length of each time tick relies on the real environment.

It can be 1 minute, 1 hour or one day. For the convenience

of readers, we list the major variables in Table 1.

3 USER MAKING CHOICE ON INFORMATION

Depending on the ways user believes OSN messages, we
can derive different values of rði; tÞ and vði; tÞ.

3.1 Optimistic or Pessimistic Choices

First, we consider the case that people are optimistic or pes-
simistic to the received information. If people are optimistic,
OSN users will absolutely believe the positive information
except they only receive negative ones. In contrast, people
will absolutely believe the negative information if they are
pessimistic.

In order to calculate the values of rði; tÞ and vði; tÞ, a
temporal variable t is required to represent the arbitrary
time after users last check new information. In the
modeling, we need to estimate the number of unread
information on each user at current time t. However,
these new pieces of information may be forwarded to
users at any time after users last log in OSN. As shown
in Fig. 2, we let t 2 ½t0; tÞ. This can help us accumulate
the number of unread information (excluding the ones
arrived at current time t).

We introduce Posði; tÞ and Negði; tÞ to be the
probability of user i not believing positive or negative
information. We can derive Posði; tÞ by assuming all social
neighbors cannot convince user i of positive information.
Then, according to the principle of multiplication, we have

Posði; tÞ ¼
Y

j2Ni

½1� hji � P ðXjðtÞ ¼ Act:jXiðtÞ 6¼ Rec:Þ� (10)

�Markov Y

j2Ni

�
1� hji � PiðXjðtÞ ¼ Act:Þ� (11)

¼ ð� openiðt� 1ÞÞ � Posði; t� 1Þ
�
Y

j2Ni

�
1� hji � PiðXjðt� 1Þ ¼ Act:Þ�: (12)

We can also derive Negði; tÞ by assuming user i refute all

negative information from social neighbors

Negði; tÞ ¼
Y

j2Ni

½1� hji � P ðXjðtÞ ¼ Con:jXiðtÞ 6¼ Inf:Þ� (13)

�Markov Y

j2Ni

�
1� hji � PiðXjðtÞ ¼ Con:Þ� (14)

¼ ð� openiðt� 1ÞÞ �Negði; t� 1Þ
�
Y

j2Ni

�
1� hji � PiðXjðt� 1Þ ¼ Con:Þ�: (15)

Take equations (10)-(12) for example to explain the
above derivations. First, user j will spread positive infor-
mation to user i if user i is susceptible or has believed
the negative one. This is presented by the conditional
probability P ðXjðtÞ ¼ Act:jXiðtÞ 6¼ Rec:Þ. However, its
value is computationally too expensive to obtain, espe-
cially when the size of neighborhood is large [25], [26].
For example, if node i has k neighbors, the total number
of states needed to calculate the probability is Oð2ktÞ.
Chen’s work [25] suggests that the value using Markov
approximation will be accurate enough if hij is large.
Since we mainly focus on the propagation of critical
information (hij > 0:5), we adopt Markov approximation
in equations (11) and (14). In this paper, we use
PiðXjðt� 1Þ ¼ Act:Þ and PiðXjðt� 1Þ ¼ Con:Þ to denote
the approximate values. Readers could refer to Section
3.4 for detailed calculation. Second, t is a temporary tem-
poral variable which help us accumulate the number of
unread pieces of information received by each user. We

TABLE 1
Major Notations Used in This Paper

Fig. 2. The value range of the arbitrary time t for each user. t0 denotes
the time of user last checking new information.
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then relax this temporary variable by iteration of equa-
tions (11)-(12) and (14)-(15). Readers could refer to our
previous work ([26, Section 4.2]) for details.

If people are optimistic, we have the probability of being
infected vði; tÞ or recovered rði; tÞ as

vði; tÞ ¼ Posði; tÞ � ½1�Negði; tÞ� � openiðtÞ;
rði; tÞ ¼ ½1� Posði; tÞ� � openiðtÞ:

�
(16)

Similarly, when people are pessimistic, we can also derive the

following as

vði; tÞ ¼ ½1�Negði; tÞ� � openiðtÞ;
rði; tÞ ¼ Negði; tÞ � ½1� Posði; tÞ� � openiðtÞ:

�
(17)

3.2 Preferable Choices

When people receive both kinds of information, they will
believe either positive or negative information according to
how much either can be trusted. We introduce a as the pref-
erence of people and hpreij as the biased probability of user i
receiving and believing preferable information from user j.
Then, we have

hpreij ¼ pij � ½qij þ a � ð1� qijÞ�: (18)

In accordance, we use b as the resistence of people and hdisij as

the biased probability of user i receiving and believing disliked

information from user j

hdisij ¼ pij � qij � ð1� bÞ: (19)

We assume a (1 > a > 0) and b (1 > b > 0) are indepen-

dent to each other. Given a preference (a) and an resistence

(b), we have hpreij > hij > hdisij .

Taking people preferring positive information for exam-
ple, people have no bias on making choices if a;b ¼ 0.
When a; b > 0, we can compute Posði; tÞ and Negði; tÞ by
replacing hij with hpreij and hdisij in equations (12) and (15).
We can also estimate the number of positive and negative
information copies that user i believes (Cposði; tÞ and
Cnegði; tÞ) as in

Cposði; tÞ ¼
X

j2Ni

�
h
pre
ji � P ðXjðtÞ ¼ Act:jXiðtÞ 6¼ Rec:Þ� (20)

� ð�openiðt� 1ÞÞ � Cposði; t� 1Þ
þ

X

j2Ni

�
h
pre
ji � PiðXjðt� 1Þ ¼ Act:Þ�; (21)

Cnegði; tÞ ¼
X

j2Ni

�
hdisji � P ðXjðtÞ ¼ Con:jXiðtÞ 6¼ Inf:Þ� (22)

� ð�openiðt� 1ÞÞ � Cnegði; t� 1Þ
þ

X

j2Ni

�
hdisji � PiðXjðt� 1Þ ¼ Con:Þ�: (23)

The derivation of Cposði; tÞ and Cnegði; tÞ is similar to

equations (10)-(12) and (13)-(15) in Section 3.1.

In this case, when Posði; tÞ ¼ Negði; tÞ ¼ 1, we have
vði; tÞ ¼ rði; tÞ ¼ 0. When Posði; tÞ �Negði; tÞ 6¼ 1, user i
receives information from social neighbors. We can distrib-
ute the probabilities that people choose either positive or
negative information according to the ratio of Cposði; tÞ and
Cnegði; tÞ as in

rði; tÞ ¼ ð1� Posði; tÞ �Negði; tÞÞ � Cposði; tÞ
Cposði; tÞ þ Cnegði; tÞ � openiðtÞ; (24)

vði; tÞ ¼ ð1� Posði; tÞ �Negði; tÞÞ � Cnegði; tÞ
Cposði; tÞ þ Cnegði; tÞ � openiðtÞ: (25)

3.3 Alternative Choices

When people are making alternative choices, people are
actually doing ”Yes-or-No” questions. They have to
accept either positive or negative information, but cannot
refute both of them. We say an arbitrary user i believing
positive information if this user accepts positive informa-
tion or refuses to accept negative information. We can
also say user i believing negative information if this user
accepts negative information or reject positive informa-
tion. Thus, we can estimate the values of Cposði; tÞ and
Cnegði; tÞ as in

Cposði; tÞ ¼ ð�openiðt� 1ÞÞ � Cposði; t� 1Þ
þ

X

j2Ni

�
pji � qji � PiðXjðt� 1Þ ¼ Act:Þ�

þ
X

j2Ni

�
pji � ð1� qjiÞ � PiðXjðt� 1Þ ¼ Con:Þ�;

(26)

Cnegði; tÞ ¼ ð�openiðt� 1ÞÞ � Cnegði; t� 1Þ
þ

X

j2Ni

�
pji � qji � PiðXjðt� 1Þ ¼ Con:Þ�

þ
X

j2Ni

�
pji � ð1� qjiÞ � PiðXjðt� 1Þ ¼ Act:Þ�:

(27)

Similar to Posði; tÞ and Negði; tÞ, we compute the proba-
bility of user i not receiving any positive or negative infor-
mation from social neighbors at time t (�posði; tÞ and
�negði; tÞ) as in

�posði; tÞ ¼ ð�openiðt� 1ÞÞ ��posði; t� 1Þ
�
Y

j2Ni

�
1� pji � PiðXjðt� 1Þ ¼ Act:Þ�; (28)

�negði; tÞ ¼ ð�openiðt� 1ÞÞ ��negði; t� 1Þ
�
Y

j2Ni

�
1� pji � PiðXjðt� 1Þ ¼ Con:Þ�: (29)

The value of 1��posði; tÞ ��negði; tÞ is the probability that

user i has received positive, negative or both kinds of
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information. When �posði; tÞ ��negði; tÞ ¼ 1, user i does not

receive any information from social neighbors. According

to the ratio of Cposði; tÞ and Cnegði; tÞ, we then compute

rði; tÞ and vði; tÞ as in

rði; tÞ ¼ ð1��posði; tÞ ��negði; tÞÞ � Cposði; tÞ
Cposði; tÞ þ Cnegði; tÞ � openiðtÞ; (30)

vði; tÞ ¼ ð1��posði; tÞ ��negði; tÞÞ � Cnegði; tÞ
Cposði; tÞ þ Cnegði; tÞ � openiðtÞ: (31)

3.4 Markov Approximation

In our model, we use Markov approximation in the deri-
vations (equations (11), (14), (21), (23), (26), (27), (28) and
(29)). Given a simple example in Fig. 3, node A spreads
information to node B and C. Node C further affects D, E
and back to A. In Markov approximation, the modeling
does not allow node B and C to spread information to
node A reversely, but it admits the overestimation from
D, E back to A.

First, we introduce the probability of user i not believing
the positive information from social neighbors except the
neighbor x, Posxði; tÞ. Similarly, we introduce Negxði; tÞ,
and then we have

Posxði; tÞ ¼
Y

x;j2Ni
x6¼j

½1� hji � PiðXjðtÞ ¼ Act:Þ�;
(32)

Negxði; tÞ ¼
Y

x;j2Ni
x 6¼j

½1� hji � PiðXjðtÞ ¼ Con:Þ�: (33)

Using equations (16), (17), (24) and (25), we can easily obtain

the probability of user i being infected or recovered by social

neighbors except the neighbor x (vxði; tÞ, rxði; tÞ and wxði; tÞ).
Based on the state transition graph (Fig. 1), we can derive the

followings:

PxðXiðtÞ ¼ Act:Þ ¼ spriðtÞ �
�
1� wxði; tÞ� � PxðXiðt� 1Þ ¼ Ins:Þ;

(34)

PxðXiðtÞ ¼ Con:Þ ¼ spriðtÞ �
�
1� rxði; tÞ� � PxðXiðt� 1Þ ¼ Mis:Þ:

(35)

Since the value of wxði; tÞ is equal to vxði; tÞ for SXX and 0 for

SXR (refer to equation (3)), we can compute the value of

PxðXiðtÞ ¼ Mis:Þ and PxðXiðtÞ ¼ Ins:Þ for SXX as in

PxðXiðtÞ ¼ Mis:Þ ¼ �
1� P ðXiðt� 1Þ ¼ Inf:Þ� � vxði; tÞ

þ �
1� rxði; tÞ� � ½1� spriðtÞ�

� PxðXiðt� 1Þ ¼ Mis:Þ;
(36)

PxðXiðtÞ ¼ Ins:Þ ¼ �
1� P ðXiðt� 1Þ ¼ Rec:Þ� � rxði; tÞ

þ �
1� vxði; tÞ� � ½1� spriðtÞ�

� PxðXiðt� 1Þ ¼ Ins:Þ:
(37)

Similarly for SXR, we can also derive the followings:

PxðXiðtÞ ¼ Mis:Þ ¼ P ðXiðt� 1Þ ¼ Sus:Þ � vxði; tÞ
þ �

1� rxði; tÞ� � ½1� spriðtÞ�
� PxðXiðt� 1Þ ¼ Mis:Þ;

(38)

PxðXiðtÞ ¼ Ins:Þ ¼ �
1� P ðXiðt� 1Þ ¼ Rec:Þ�

� rxði; tÞ þ ½1� spriðtÞ�
� PxðXiðt� 1Þ ¼ Ins:Þ:

(39)

Equations (34)-(39) have provided an iteration mechanism to

compute the values of PxðXiðtÞ ¼ Mis:Þ and PxðXiðtÞ ¼ Ins:Þ.
Give an arbitrary user i with k neighbors, we can see

that the complexity has largely decreased by only keeping

2� k states.

4 CORRECTNESS INVESTIGATION

In this field, there are no real traces of both positive and
negative information spreading in popular OSNs. All the
existing research, such as [8], [9], [11], [25], [26], adopts
simulation to evaluate analytical models. In order to eval-
uate the accuracy of our proposed model, we run the
modeling and simulations on two real OSNs: Facebook
[1] and Google Plus [2], [27]. We mainly focus on the crit-
ical information in our modeling. Since the real critical
information, such as widespread rumors and official
announcements, generally spreads from popular or
highly authorized sources [4], we start the modeling and
simulations from two highly-connected nodes in the net-
works. The spread of the two kinds of information will
start at different time. We introduce tinject to denote the
delay of the second kind of information.

All the experiments were conducted on a server run-
ning Microsoft Windows Server 2008 with eight CPUs
and 32 G memory. The implementation was done in C++
and Matlab2012. The random numbers are produced by
the C++ TR1 library extensions. The simulation results
are averaged over 100 runs. The number of 100 comes

Fig. 3. The illustration of Markov approximation.

TABLE 2
Basic Properties of the Network Topologies
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from the discussion in [28]. We choose typical parameters
to validate the accuracy but leave the analysis of parame-
ter impact to Section 6. The basic properties of the two
tested topologies are listed in Table 2.

4.1 Evaluate Optimistic or Pessimistic Choices

First, we evaluate people making optimistic or pessimis-
tic choices. Due to symmetry of the model, we only take
optimistic case as the example (refer to Section 6.1 for
details).

1) Simulation. Given an infected user i, information is for-
warded to neighbors by comparing a random number with
hij. Recall that hij ¼ pij � qij. Thus, once the delivery suc-
ceeds, user j will receive and believe this piece of informa-
tion. A user will not move into the inf. state if he obtains at
least one piece of positive information. IðtÞ and RðtÞ are
obtained by counting the infected and recovered users in
the network.

2) Settings. We assume user i check new information
every Ti time ticks and forward messages every Fi time ticks
(Ti; Fi � Nð20; 10Þ, refer to Section 6.5 for details). The posi-
tive information will be injected into the networks at time
100 (Tinject ¼ 100, refer to Section 6.2 for details). The accu-
racy of SXX and SXR will be examined by setting
EðhijÞ ¼ 0:9 or 0:6.

3) Results. The Facebook results are shown in Fig. 4. We
can see that our modeling results are quite close to the simu-
lations. The error in Fig. 4D is a bit large, but we still have
(error < 10%� IðtÞ). We then examine the accuracy in the

Google Plus network. As shown in Fig. 5, our modeling
results are also very accurate.

4) Analysis. For SXX model, people can change their origi-
nal state by believing the opposite kind of information.
Thus, users may sway between two kinds of information.
That is the reason why we can see many oscillations in the
SXX results. For SXR model, people recover and will not
believe the negative information again. Thus, IðtÞ decreases
fast in the SXR results.

4.2 Evaluate Preferable Choices

Second, we evaluate the case of people making preferable
choices. We choose the typical values of a and b for the eval-
uation. For the impact of these two variables, please refer to
Section 6.3 for details.

1) Simulation. Given an recovered user i, positive
information is forwarded to neighbors according to the
value of hpreij . A random number is compared with h

pre
ij to

see if the delivery succeeds or not. The same happens on
negative information with hdisij . Once the delivery suc-
ceeds, user j believes this piece of information. The final
decision depends on the ratio of positive and negative
information copies.

2) Settings. We still assume Ti; Fi � Nð20; 10Þ and
Tinject ¼ 100. To be generic, we set a;b ¼ 10% and hij ¼ 0:75.
Thus, we haveEðhpreij Þ ¼ 0:825 andEðhdisij Þ ¼ 0:675.

3) Results. The Facebook results are shown in Figs. 6A
and 6B. The Google Plus results are shown in Figs. 6C and
6D. All modeling results are very close to the simulations.

Fig. 4. Empirical proofs of the modeling accuracy. General settings: 1) Facebook; 2) Optimistic choices; 3) tinject ¼ 100. Specific settings:
(A) EðhijÞ ¼ 0:9, SXX; (B) EðhijÞ ¼ 0:9, SXR; (C) EðhijÞ ¼ 0:6, SXX; (D) EðhijÞ ¼ 0:6, SXR.

Fig. 5. Empirical proofs of the modeling accuracy. General settings: 1) Google+; 2) Optimistic choices; 3) tinject ¼ 100. Specific settings:
(A) EðhijÞ ¼ 0:9, SXX; (B) EðhijÞ ¼ 0:9, SXR; (C) EðhijÞ ¼ 0:6, SXX; (D) EðhijÞ ¼ 0:6, SXR.
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The errors in Fig. 6B are a bit large, but it is still acceptable
(error < 10%� IðtÞ).

4) Analysis. For people making preferable choices, users
finally choose an information by the ratio of different infor-
mation copies. They will not absolutely believe positive or
negative information even when they have some preference
(a) or resistence (b). Thus, we can see many strong oscilla-
tions and curve crosses in the SXX results. For SXR model,
similar to the previous case, IðtÞ drops quickly in the SXR
results after we inject the positive information.

4.3 Evaluate Alternative Choices

Finally, we evaluate the accuracy when people make alter-
native choices. The impact of pij and qij will be discussed in
Section 6.4.

1) Simulation. Given an infected user i, information is for-
warded to neighbors according to the values of pij. Random
numbers will be compared with qij to check if user j believes
the positive information or the opposite negative one. The
final decision depends on the ratio of believed copies of pos-
itive and negative information.

2) Settings. We still assume Ti; Fi � Nð20; 10Þ and
Tinject ¼ 100. To be generic, we set pij ¼ 0:75 and qij ¼ 0:75.
Thus, we have EðhijÞ ¼ 0:56.

3) Results. The Facebook results are shown in Figs. 7A
and 7B. The Google Plus results are shown in Figs. 7C and
7D. All modeling results are quite accurate. Another fact in
Fig. 7 is that the number of IðtÞ and RðtÞ in the SXX

modeling are very close to each other. For the convenience
of readers, we have zoomed the results in the inset figures.

4) Analysis. For people making alternative choices, a user
refuting negative information means this user believes the
opposite positive one. Thus, we can see RðtÞ goes up with
IðtÞ before we inject positive information into the network.
Users have to choose one kind of information (either posi-
tive or negative) with the probabilities qij or 1� qij. Thus,
IðtÞ and RðtÞ are very close to each other in the SXX model-
ing. Similar to the previous cases, the number of IðtÞ drops
quickly in the SXR results.

5 COMPARISON WITH PREVIOUS MODELS

5.1 ICM and LTM

For the propagation of competitive information, the most
basic and well-studied models are the independent cascade
model and the linear threshold model. In this field, we find
many deviations of these two models [8], [9], [10], [12], [13],
[15], [16], [17] but the following ICM and LTM lie at the
cores of most model variants.

ICM. ICM starts with an initial set of active nodes. The
process unfolds in discrete steps according to the random-
ized rules: when an arbitrary node i first becomes active in
step t, it is given a single chance to activate each of the cur-
rently inactive neighbors; it succeeds with the probability
xij (j 2 Ni); if user i has multiple newly activated neighbors,
their attempts are sequenced in an arbitrary order. Once a
node becomes active, it will remain active forever.

Fig. 6. Empirical proofs of the modeling accuracy. General settings: 1) Eðhpreij Þ ¼ 0:825, Eðhdisij Þ ¼ 0:675; 2) Preferable choices; 3) tinject ¼ 100. Spe-
cific settings: (A) Facebook, SXX; (B) Facebook, SXR; (C) Google+, SXX; (D) Google+, SXR.

Fig. 7. Empirical proofs of the modeling accuracy. General settings: 1) EðpijÞ ¼ 0:75, EðqijÞ ¼ 0:75; 2) Alternative choices; 3) tinject ¼ 100. Specific
settings: (A) Facebook, SXX; (B) Facebook, SXR; (C) Google+, SXX; (D) Google+, SXR.
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LTM. Node i is influenced by neighbors according to the
weight xij, (

P
j2Ni

xij41). Given a threshold ui and an initial
set of active nodes, the diffusion process unfolds determin-
istically in discrete steps. Node i is activated if the following
two conditions are satisfied: 1)

P
j2Ni

xij5ui, 2) j is active.
Once a node becomes active, similar to ICM, it remains
active forever.

When a user receives two kinds of competitive informa-
tion in ICM and LTM, the strategy adopted to make final
decisions varies according to different environments. Some
chose “optimistic or pessimistic” [8], [17]. Some chose
“alternative” [10]. We can also see some adopted “game the-
ory” [12], [15] and “first come first win” [13] to find out opti-
mized strategies.

5.2 Superiority Analysis

Compared to ICM and LTM, our model provides an analyti-
cal way to present the propagation. We summarize the
major differences as follows:

First, ICM is a simulation model. LTM provides deter-
ministic spread process, but each node in LTM is absolutely
active or inactive. Thus, LTM is more close to a simulation
model rather than an analytical one. Researchers can derive
the probability of being in either state for each node by aver-
aging over many runs of simulation, but simulation models
cannot quantify the reasons why initial parameters result in
such probabilities and further disclose the essence.

Second, ICM and LTM are very basic models. We sepa-
rately analyze two of the differences from our model. The
experiments are carried out taking Facebook and people
making optimistic choices as an example. First, when our
model can present the processes of people checking and for-
warding information randomly (e.g., Ti; Fi � Nð20; 10Þ),
ICM and LTM can only use equivalent constants for Ti and
Fi (e.g., Ti; Fi ¼ 20). As shown in Fig. 8, their results conse-
quently show stair-like behaviors which are obviously not
realistic in the real world. Second, we investigate the state
transition processes. To avoid the impacts from temporal
factors, both positive and negative information are injected
at the beginning (Tinject ¼ 0). We can see from Fig. 9 that
their results largely deviate from our SXX and SXR results.
In ICM and LTM, a node will remain infected or recovered
till the spread ends. This assumption does not suit for the
spread cases in real OSNs.

Third, we cannot quantify the superiority of our model in
presenting people making choices because it is highly social
environment related. Previous ICM and LTM were origi-
nally devoted to the marketing area and particle systems
[14]. On the contrary, we derive the strategies based on the
real information propagation in OSNs (refer to Section 1.1).
Thus, our approach is more suitable to model the propaga-
tion of OSN competitive information.

6 PARAMETER STUDIES

Based on the analytical model, we further explore the
impacts of different parameters to the propagation dynam-
ics, including 1) optimistic and pessimistic; 2) Tinject; 3) a;b;
4) qij; 5) openiðtÞ; spriðtÞ.

6.1 Optimistic and Pessimistic

We investigate the differences of people making optimistic
or pessimistic choices. Technically, if people receive both
kinds of information and make optimistic choices, they will
absolutely believe the positive information regardless the
negative one. On the contrary, they will absolutely believe
the negative information. In the experiments, to avoid the
influence from other parameters, we set Tinject ¼ 0,
Ti; Fi � Nð20; 10Þ and EðhijÞ ¼ 0:75. We run experiments on
both Facebook and Google Plus using SXX and SXR
mechanisms.

As shown in Figs. 10A and 10C, the SXX results of both
strategies are symmetric. In the results of Figs. 10B and 10D,
we find IðtÞ of SXR drops faster if people make pessimistic
choices. Both the optimistic and pessimistic strategies have
so far behaved as one would expect it to. We further
investigate the estimated number of contagious nodes
(
P

i P ðXiðtÞ ¼ Con:Þ) and active nodes (
P

i P ðXiðtÞ ¼ Act:Þ).
As shown in Fig. 11, IðtÞ and RðtÞ fluctuate in the propaga-
tion dynamics. In Figs. 11A and 11C, we introduce two
ellipses. We find active nodes are more than contagious
nodes if people make optimistic choices. Otherwise, conta-
gious nodes will be more. However, when the propagation
continues to the outside of the ellipses, contagious node and
active nodes are comparable. We have similar results in
Figs. 11B and 11D, but there will be no contagious nodes
and active nodes after 200 time ticks more or less. From the
results of Figs. 10 and 11, we find that the propagation is mainly

Fig. 8. Compare differences in temporal spread dynamics. “New”: Our
model; “Old”: ICM and LTM. Settings: 1) Facebook; 2) Optimistic
choices; 3) EðhijÞ ¼ 0:75; 4) tinject ¼ 100.

Fig. 9. Compare differences in state transition schema. “New”: Our
model; “Old”: ICM and LTM. Settings: 1) Facebook; 2) Optimistic
choices; 3)EðhijÞ ¼ 0:75; 4) tinject ¼ 0.
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decided by the early spreading dynamics if people make optimistic
or pessimistic choices on their receiving.

6.2 Impact of TT iinject

In Section 4, we assume the positive information is injected
into the network at time 100. However, the value of Tinject

may considerably affect the spreading dynamics. To exclu-
sively investigate the impact of Tinject, we set
Ti; Fi � Nð20; 10Þ, EðhijÞ ¼ 0:75 and people making prefera-
ble choices (a ¼ b ¼ 0). At this moment, the group of people
who believe positive information is fair to the group of peo-
ple who believe negative information. The experiments are
run on both Facebook and Google Plus using SXX and SXR.
We test Tinject at the values 0, 100 and 200.

We see two features according to the results in Fig. 12.
First, the propagation under different settings will finally
become steady even though there are oscillations in
Figs. 12A and 12B. The final results ðT ðtÞ; RðtÞÞ will be approxi-
mately equal to a constant. Second, we can observe in
Figs. 12A and 12C that the spread of negative information
reaches the largest scale at the early time stage. This feature is
the same to the results in Section 6.1.

The results inspire us something in the real world. We
informally take the rumor “Barack Obama was born in
Kenya” for example. During the campaign for president,
Obama was questioned to be a native-born citizen. If not,
under Article 2 of the US Constitution, he was ineligible to

be President of the United States. In response to the rumor,
Obama posted an image of his birth certificate. Based on
our analysis, the time for the conspirator surfacing the
rumor is an important issue. First, the number of people
believing the rumor would be identical in the long term.
Second, Obama needed time to collect evidences to clarify
the rumor. If the conspirator spread the rumor a short time
before the poll, Obama’s opponents might possibly win
more votes in the campaign.

6.3 Impact of aa;bb

The values of a and b decide the preference and the resis-
tence of people when they make preferable choices. In order
to exclusively investigate the impacts of a and b, we set
Tinject ¼ 0, Ti; Fi � Nð20; 10Þ and pij ¼ qij ¼ 0:75. We test a
and b at values 25 and 50 percent. We can compute
hpreij ¼ 0:8325 and hdisij ¼ 0:6075 for a ¼ b ¼ 25%. We also
have hpreij ¼ 0:855 and hdisij ¼ 0:405 for a ¼ b ¼ 50%. Experi-
ments are run in Facebook and Google Plus platforms with
SXX and SXR spreading mechanisms.

As shown in Fig. 13, the values of a and b have considerable
impacts on the propagation dynamics. Particularly for SXX,
when a and b increase from 25 to 50 percent, the results of
IðtÞ and RðtÞ deviate more from each other. For SXR, the
impacts are a bit less. This is because the probability for peo-
ple believing negative information largely decreases when
people have resistence on them. As a result, the number of

Fig. 11. The number of contagious and active nodes. (A) Facebook; (B) Facebook; (C) Google+; (D) Google+. Settings: 1)EðhijÞ ¼ 0:75;
2) tinject ¼ 0.

Fig. 10. The differences of people making optimistic and pessimistic choices. (A) Facebook; (B) Facebook; (C) Google+; (D) Google+. Settings: 1)
EðhijÞ ¼ 0:75; 2) tinject ¼ 0.
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people believing negative information RðtÞ drops at the
very beginning stage of the propagation.

6.4 Impact of qqij for Alternative Choices

When people make alternative choices, if they believe posi-
tive information with probability qij, they will believe nega-
tive information with probability 1� qij (refer to Section 3.3).
In order to exclusively investigate the impact of qij, we set
Tinject ¼ 0, Ti; Fi � Nð20; 10Þ and pij ¼ 1. We test qij at values
0.6, 0.75 and 0.9.

The results are shown in Fig. 14. We can see that the val-
ues of qij almost have no impact on the propagation when people
make alternative choices. Particularly for SXX spreading mech-
anism, all results coincide with each other. For SXR case,
when qij increases, IðtÞ will increase and RðtÞ will decrease.
But, the differences are not significant.

In the real world, people may have preference on making
alternative choices. For example, they prefer positive infor-
mation more than negative information. Under this condi-
tion, the results will not coincide with each other. However,

the differences come from the preference but not the value
of qij. Readers could refer to Section 6.3 for the impacts of
people’s preference.

6.5 Impact of openiðtÞ;openiðtÞ; spriðtÞspriðtÞ
The temporal propagation dynamics are mainly presented
by the flags openiðtÞ and spriðtÞ in our model. Following
the considerations in [25], [26], [28], we assume user i
check newly arrived information every Ti time ticks and
forward information every Fi time ticks. Thus, we have
openiðtÞ ¼ 1 if (t mod T i ¼ 0) and spriðtÞ ¼ 1 if (t mod Fi ¼
0). The values of Ti and Fi are generated by Gaussian dis-
tribution. We set hposij ¼ h

neg
ij ¼ 0:75, Tinject ¼ 0 and people

making preferable choices. We let Ti and Fi follow
Nð20; 10Þ and Nð40; 20Þ.

As shown in Fig. 15, the values of openiðtÞ and spriðtÞ have
some impacts on the propagation dynamics. We summarize two
features from the results of Fig. 15: 1) the final results of the
propagation will stay the same when the values of openiðtÞ
and spriðtÞ change; 2) the spreading speed will decrease if

Fig. 12. Positive information is injected at different time. (A)-(D) Facebook; (E)-(H) Google+. Settings: 1) EðhijÞ ¼ 0:75; 2) Preferable; 3) a ¼ 0;b ¼ 0.

Fig. 13. Impact of a and b for people making alternative choices. (A) Facebook; (B) Facebook; (C) Google+; (D) Google+. Settings: 1) Tinject ¼ 0;
2) Ti; Fi � Nð20; 10Þ; 3) pij ¼ qij ¼ 0:75.
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the values of openiðtÞ and spriðtÞ increase. These two fea-
tures line with our expectation on the impacts of openiðtÞ
and spriðtÞ.

7 RELATED WORK

7.1 Propagation Modeling Techniques

There have been substantial efforts in modeling the
propagation of information in the last decade. For com-
petitive information, most researchers borrowed basic
and well-studied ICM and LTM [8], [9], [10], [12], [13],
[15], [16], [17] from marketing area and particle systems.
We have compared our model with ICM and LTM in
Section 5. In the following, we mainly focus on the prop-
agation models of single information.

Most widely adopted propagation models of single infor-
mation [18], [19], [20], [21], [22], [23], [24] came from epide-
miology since the epidemic spreads are similar to the
processes of information dissemination. Epidemic models
use differential equations to calculate the number of
infected nodes in networks without considering the proba-
bilities of each node being infected or not. Thus, this kind of
models are weak to investigate where, when and how many
nodes are needed to control the information dissemination
[29]. Moreover, as early discussed in [28], the epidemic
models [18], [19], [20], [21], [22], [23], [24] may greatly over-
estimate the spreading speed due to their implicit
‘homogeneous mixing’ assumption.

The works [28], [30], [31], [32], [33] relied on simula-
tions to model the propagation of malicious information,
such as Internet worms. Their simulation models avoid
the problem of ‘homogeneous mixing’ assumption but
cannot provide analytical study on the propagation.

There are some other propagation models such as [25],
[26], [34], [35] adopting difference equations to present the
propagation dynamics of information. Our proposed model
is close to their works but our work collaborates the spread
processes and presents the interaction of two kinds of
information.

7.2 Propagation Control Techniques

On the basis of propagation models, researchers have stud-
ied the way to control (restrain or accelerate) the propaga-
tion of information. In fact, the problem of selecting most
influential nodes is NP-hard [14], [16]. Thus, to maximize
the influence of information, some researchers [8], [10], [11],
[12], [14] adopted heuristic algorithms to approximate the
optimal solution. There are also some works [9], [12], [13],
[15] using game theory to find the optimal strategies.

In another side, to restrain the propagation of informa-
tion. He et al. [17] adopted a greedy algorithm to search the
most controllable nodes. Wang et al. [36] studied the propa-
gation of mobile viruses. Their results explained the lack of
a major mobile virus breakout so far. The works [33], [37],
[38] explored the counter-intuitive fact that the most

Fig. 14. Impact of qij for people making alternative choices. (A) Facebook; (B) Facebook; (C) Google+; (D) Google+. Settings: 1) Tinject ¼ 0;
2) Ti; Fi � Nð20; 10Þ; 3) pij ¼ 1.

Fig. 15. Impact of openiðtÞ; spriðtÞ. (A) Facebook; (B) Facebook; (C) Google+; (D) Google+. Settings: 1) Tinject ¼ 0; 2) Preferable;
2) hposij ¼ h

neg
ij ¼ 0:75.
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influential nodes in OSNs may not be the most highly-con-
nected nodes. Moreover, the works [39], [40] examined the
most influential edges in networks.

Compared with this part of work, our paper provides
an accurate propagation model. This model can serve as
a fundamental work to support the research of propaga-
tion control techniques.

8 CONCLUSION

In this paper, we studied the propagation of both positive
and negative information in OSNs. We proposed an analyti-
cal model using difference equations and considering peo-
ple making different choices. The experiment results
showed the accuracy of our model. On the basis of it, we
further examined the impacts of parameters impact to the
propagation.

In the future, the propagation of multiple kinds of infor-
mation will be modeled. The information can be supportive
or competitive. We will optimize the controllability of the
propagation on the basis of our proposed analytical model.
Another important work is to use our model to explain or
predict the real information propagation. We believe our
work presented in this paper is of great significance to both
academic aims and practical usage.
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